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Abstract

With the growth of the usage of computers over the network, security vulnerabilities on all the
computer systems seem very difficult and expensive. The Intrusion Detection System (IDS) gen-
erates huge numbers of false alerts. Therefore, it is necessary to assist in categorizing the degree
of threat by using data mining techniques. We have used the NSL-KDD dataset for this research
study. The response time was found to be high when the complexity of the dataset is high. There-
fore, we have utilized Infogain feature selection algorithms. Four machine learning classification
algorithms such as Sequential Minimal Optimization, Nave Bayes, J48, and Random Forest are
utilized for this study. The Random Forest scores the best accuracy at 99.9%. However, J48 was
chosen with an accuracy score of 99.8% with a minimum response time. .
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1 INTRODUCTION

In this information-driven era, we have many applications with massive amounts of data that oper-
ate in real-time to achieve their objectives. As a result, storage capacity and processing time are
constrained. With the growth of Internet usage and the invention of many task-specific applications,
the information communication between channels have drastically increased. In the meantime, the
number of users and the number of devices connected are accelerating year by year. The demand
of applications for the new devices and gadgets are increasing, and they are being adopted in the
market. A growing number of Machine to Machine (M2M) applications, such as smart meters, video
surveillance, healthcare monitoring, transportation, and package or asset tracking, are contributing
significantly to the proliferation of devices and connections [1]. By 2023, M2M connections will be
half or 50 percent of the total devices and connections. In this juncture, the devices with different
factors for developed capabilities and intelligence are introduced and adopted in the contemporary
era.

With the growth of the Internet, and applications, malicious activities on user’s information and
privacy are on the rise as the degree of information technology and Internet usage rises. With these
malicious activities and threats, it has become important to make our information systems secure,
especially in the defense, commercial, banking and public sector. In addition, there are a slew of new
cyber risks emerging all the time. Malicious acts on these data would be a tragedy in terms of securing
the country’s personal and secret information, which could lead to horrible disasters. As a result, a
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variety of techniques have been implemented to combat malicious activity. The attacks happen as a
result of aspects such as confidentiality, integrity, and availability failing.

Typically, intrusions are discovered after the fact, raising concerns about information security. The
relevance of network security and user privacy is critical as applications are being used as a conduit to
obtain user information. Identification of intrusions with the use of computer hardware is an economy
challengeable task. Hence, the software-based solutions have been identified. This provides the rise
to the cyber security, which involves protecting the system information by effectively preventing
detecting and responding to attacks and used in different disciplines such as computer systems and
networks within the sectors of communication, entertainment, transportation, shopping and medicine
[2]. The risks with various intensities are used with embedded viruses to attack the computer systems
and networks and can lead to different threats such as delete one’s entire system, allow someone to
penetrate someone else’s system, alter files, attack other computers from someone’s computer, allow
someone to steal another person’s credit card information and make unauthorized purchases. These
cautious activities can be detected by gathering intrusion related knowledge occurring during system
monitoring and then analyzing collected data as Intrusion Detection.

An Intrusion Detection System (IDS) is a cyber-security tool commonly deployed as part of a de-
fense in depth cyber security strategy [3]. Intrusion Detection System (IDS) has been widely deployed
to be a second line of defense for computer network systems along with other network security tech-
niques such as firewall and access control. These tools are used to detect unauthorized use, misuse and
abuse of computer systems by both system insiders and external intruders. Gathering and analyzing
the intrusion related data manually would be a time-consuming task. Hence, the automated tech-
niques can be used to boost the intrusion detection. Data Mining (DM) techniques are increasingly
being used to identify attacks, anomalies or intrusions in a protected network environment [4]. On the
other hand, machine learning techniques are used to automate the process of knowledge acquisition
from past incidents of intrusion attacks. With the use of data mining and machine learning techniques
of intrusion identification shows a maximum percentage of correct identification. However, with the
rapid changes of attacks and hacking techniques, researchers need to find better techniques with high-
est accuracy. In order to detect intrusions on a network IDS use misuse -based or signature-based or
anomaly-based detection techniques.

The study focuses on implementing an efficient model using classification algorithms to detect
intrusions accurately. Four major machine learning classification algorithms are used to perform this
study. The model’s performance is measured and evaluated. The rest of the sections are organized as
follows. Section 2 describes background related to our study including IDS, Machine learning tech-
niques. Section 3 describes related works done with the same problem. Section 4 presents methodolo-
gies involving selecting the dataset, preprocessing, and feature selection and classification techniques.
Section 5 describes the results and section 6 presents the conclusion related to this study.

2 RELATED WORKS

Because of the dramatic growth in attacks over the last three decades, there has been tremendous
advancement in the field of intrusion detection systems. As a result, the researchers employ sophisti-
cated algorithms and approaches to combat the network’s most advanced attacks. Researchers develop
their own datasets for their research studies. However, as the study grew in scope, so the number of
datasets that were available on the internet were increased. Many modern scholars make extensive
use of these databases in their studies. NSL-KDD and NSL KDD 99 are the most commonly utilized.
Machine Learning algorithms are widely employed in cyber security to discover anomalies in the
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network with high recognition rates, using those kind of datasets [5].
The researchers in, performed their study using the correlation-based feature selection in the fea-

ture engineering process and carry out their process with the four machine learning algorithms such
as Bayes Net, Random Forest and Random Tree. However, in [6], T. Garg, S.S Khurana performs
the compatible classification by utilizing NSL-KDD dataset with the machine learning algorithms.
They used the Garret’s Ranking Technique for the attribute selection and performance metrics were
evaluated. Mrutyunjaya Panda Manas Ranjan Patra performed using three algorithms (ID3, J48, and
Naı̈ve Bayes) [7]. Its performance was based solely on classification accuracy of a very limited set of
given instances. Examples of such methods include cross-validation tests, confidence tests. They use
a cross-validation test for performance evaluation.

In [8], Pavel Nevlud, Miroslav Bures, Lukas Kapicak, Jaroslav Zdralek have presented detection
of network anomalies by using machine learning systems. They tested some attacks in regular network
traffic. As the first attack was used, ping sweeps to sub network targets to get information about active
IP addresses. The port sweep was used as a second attack to scan open ports at the target victim
computer.

In [9], M Panda, A Abraham, M Patra proposed an intelligent hybrid model using a combination
of different classifiers to detect the attack on NSL KDD. The algorithms used are Support Vector
Machine (SVM), Principal Component Analysis (PCA), and Random Forest and decision trees. He
performed 10-fold cross validation on 25192 training instances. The result yielded Random Forest,
when combined with other classifiers has a precision rate of 99.9%.

In [10], Sumouli Choudhury and Anirban Bhowal had put forth improved machine learning algo-
rithms necessary for proper detection of network intrusion. They had also compared the performance
of various classifiers in WEKA and concluded that Random Forest and Bayes Net are suitable for
this purpose. The machine learning algorithms have also been compared and they performed machine
learning algorithms can be deduced that Boosting is the best algorithm.

In [11], Deepthi Hassan Lakshminarayana reviewed over 56 papers on intrusion detection tech-
niques from 2009 to 2019. He found that some of the detection techniques, such as machine learning,
deep learning, and blockchain technology, play a vital role in constructing these lifesaving systems.
In this work, He has considered three classifiers, namely Random Forest, Naı̈ve Bayes, and decision
trees.

In [12], the authors briefly review the WEKA workbench and the history of project, discuss new
features in the recent 3.6 stable release, and highlight some of the many projects based on WEKA

3 METHODOLOGY

This section explains the experimental method carried out through the research study.

3.1 Dataset Selection

For the experiment we have selected a dataset known as NSL-KDD dataset [5]. This is a popular
dataset for intrusion detection among researchers. NSL-KDD data set is the refined version of the
KDDcup99 dataset. NSL-KDD dataset is a labeled dataset so we can experiment with the dataset by
using supervised learning algorithms. Attacks they specify in the dataset can be Denial of Service
Attack, User to Root Attack, and Remote to Local Attack, Probing Attack [13]. NSL-KDD dataset is
a standard dataset used for the research on intrusion detection systems with 41 features.
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3.2 Data Preprocessing and Feature Selection

Preprocessing the data is a very important step in preparing the data to be fed into the algorithm. The
original dataset has 42 fields including 41 features and the class label, and some fields are categorical
fields and others are numerical values. It is not possible to use these fields directly as the input to
machine learning algorithms. Following steps are followed in the Preprocessing phase.

3.2.1 Discretization

Some feature values are of continuous data; therefore, the discretization process is followed to convert
the continuous data into a finite set of intervals with minimum data loss.

3.2.2 Feature selection

Feature selection method used to reduce the dimension of the dataset and improve the accuracy of
detection. Feature selection methods are mainly classified into two types, Wrapper and Filter meth-
ods. The study was done by utilizing Infogain feature selection methods. This selection method was
used to rank attributes by their individual evaluations and a 10-fold cross validation method was used
on dataset for testing and validation. Therefore, the dataset was tested for the performance evaluation
with two datasets: • R- the Raw Dataset-with all the 41 features • ID- the Dataset after the feature
selection process (Infogain).

3.3 Experiment with Classification Algorithms

As the next step we have identified four classification algorithms that are mostly used in intrusion
detection. Classification algorithms in data mining are used in Intrusion Detection Systems to classify
attacks or intrusions from ordinary things that happen in systems. It was decided to use the following
classification algorithms for the evaluation [11], [9]. • Sequential Minimal Optimization (SMO) •
Naı̈ve Bayes • J48 • Random Forest

3.4 Experiment with Classification Algorithms

The performance of each classification algorithm was evaluated. The intrusion detection highly mat-
ters with the detection time. Therefore, the classification model was selected by considering the
detection time as well as accuracy metric.

4 RESULTS AND DISCUSSIONS

It was noticed as the number of features were reduced as one third, i.e., 12 features have been selected
after the feature selection process of Infogain feature selection method. The Figure below shows the
list of features that were selected by the Infogain method. The Classification models were trained with
the two types of datasets (R and ID datasets). We have considered algorithms such as the Random
Forest Classifier, Naı̈ve Bayes classifier, J48 classifier and Sequential Minimal Optimization classifier.
Once the algorithms are applied on both datasets, the results were evaluated. The accuracy of the
model is calculated with the correctly identified instances and the incorrectly identified instances.
However, from the accuracy of the classification algorithms are more than 97%, it was found that
Random Forest outperforms the other classification, when the whole dataset is used for evaluation.
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Figure 1. The selected attributes with Infogain feature selection method

The evaluation is checked by reducing the dimension of the dataset, by utilizing the Infogain
feature selection method, i.e., with 12 features dataset, it was identified as the accuracy changes with
the reduction of the complexity of the dataset.

Figure 2. The accuracy score for the classification algorithms before pre-processing

The testing time is an important factor to consider in deciding the best model for detection of
intrusions. This would help in identifying the model which can detect with minimal time. The Figure
shows how the evaluation of the four classification algorithms vary their testing time with the two
datasets (R and ID). Thereby it was clearly seen that the testing time reduces vastly with the feature
reduction. Though the Random Forest outperforms in the detection with high constant accuracy of
99.977%, it shows the maximum testing time during the evaluation process. By assessing the testing
time and accuracy, it was vividly highlighted that J48 has its minimum testing time for ID dataset as
0.05s, with the average accuracy of 99.846%. Therefore, by considering both the accuracy score and
the testing time, J48 was chosen as the best model in detecting the intrusion.
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Figure 3. The accuracy score for the classification algorithms after pre-processing

Figure 4. The time comparison between before and after pre-processing for the classification algo-
rithms

5 CONCLUSION

Due to the enormous growth in cyber-attacks, there is a requirement of an effective intrusion detection
system to protect the data and the network. This study is an effort toward identifying accurate machine
learning algorithms for intrusion detection. We have used the NSL-KDD dataset for this research
study. The testing time was found to be high due to its complexity of the dataset. Thereby, the Infogain
feature selection algorithms was used to facilitate the selection of the feature with the highest rank.
Classification algorithms Sequential Minimal Optimization (SMO), Naı̈ve Bayes, J48, and Random
Forest were used with the selected features and the whole dataset. The accuracy and the testing
time vary between the algorithms. Finally, we have identified there are significant changes occurring
when performing the classification with selected features. Though the Random Forest scores the best
accuracy with 99.9%, J48 scores with 99.8% with less response time. The J48 was chosen as the best
machine learning algorithm with high accuracy level of detection and minimum response time.
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