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ABSTRACT 

We consider a phase space stability error control for numerical simulation 
of dynamical systems. Standard adaptive algorithm used to solve the 
linear systems perform well during the finite time of integration with fixed 
initial condition and performs poorly in three areas. To overcome the 
difficulties faced the Phase Space Error control criterion was introduced. 
A new error control was introduced by R. Vigneswaran and Tony 
Humbries which is generalization of the error control first proposed by 
some other researchers. For linear systems with a stable hyperbolic fixed 
point, this error control gives a numerical solution which is forced to 
converge to the fixed point. In earlier, it was analyzed only for forward 
Euler method applied to the linear system whose coefficient matrix has 
real negative eigenvalues. In this paper we analyze forward Euler method 
applied to the linear system whose coefficient matrix has complex 
eigenvalues with negative large real parts. Some theoretical results are 
obtained and numerical results are given. 
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1. INTRODUCTION  

Variable time stepping methods are often used to solve the dynamical systems defined by autonomous initial value ordinary dif ferential 
equations: 
 

    0,           0 m

ty f y y y   ,             (1.1)    

 

where : m mf    is assumed to be Lipchitz continuous. It is globally accepted that efficient algorithm must be adaptive; that is, the 

step-size must be varied according to some error measures. In contrast to the fixed step-size case, a dynamical system oriented theory 
for variable step-size algorithm is far from complete. Only the standard adaptive algorithm performs well during finite time integration with 
fixed initial conditions and it is observed that typical adaptive algorithm fails or shows poor behaviour in three areas. Many researchers 
analysed and found those areas and contributed as research articles. 
 
The first area is in spurious fixed points, was identified in [1]; it was shown that most of adaptive explicit Runge-Kutta methods admit 
stable spurious fixed points for arbitrary small tolerances. The second area is around fixed point. It was analysed and proved in Hall [3], 
that the standard adaptive algorithm fails to provide the correct dynamical system in this very simple and important scenario. Clear 
illustration was given in [4]. The third is identified near saddle points. The standard adaptive algorithm performs poorly near saddle points. 
It is clearly illustrated in [4] that a chaotic attractor it is often the unstable manifolds of the fixed point lead the flow on the attractor. The 
numerical solution will thus only be given good approximation to the flow on the attractor if it directs the unstable manifolds well. To do 
this it must produce a good approximation to the local unstable manifolds. Those three poor behaviours of standard algorithm will lead to 
the introduction of a new phase space error control. 
 
Next, now we describe the standard error control which performs poorly near fixed points as mentioned above. In order to state precise 
results we focus on the embedded Explicit Runge-Kutta (ERK) pairs. Further details of these methods can be found for example in [2, 7]. 
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Let nt denote a sequence of (unequally spaced) grid points in time and let  ny   denote an approximation to ( )ny t . Given ny   and a step-

size  
1:n n nh t t   , the ERK pair is defined by  

1

1

( ),1 ,
i

i n n ij i

j

Y y h a f Y i s




               (1.2) 

1

1

( )
s

n n n i i

i

y y h b f Y



   ,            (1.3) 

1

1

( )
s

n n n i i

i

y y h b f Y



   .            (1.4) 

 

Here { , ,ij i ia b b } for 1 i s   and 1 1j i    are the coefficients of the formula pair and 1ny    is a subsidiary approximation that is 

used for error control. If   1ny  is a lower-order approximation than ny , then the pair is said to be operating in extrapolation mode. 

In the typical local error control, the difference 1n ny y   yields an estimate of the local error control which can be used to alter the step-

size during integration. An estimate of the local error control is bounded at each time–step by a user-defined tolerance   which allows 

the step-size to either increase or decrease over the next step. Let 
 

1

1
( , ) ( )n n n n

n

E y h y y
h               (1.5)                                                                                                                 

be an approximation to the local truncation error over a step with 0   (Error-per-step (EPS)) or with 1   (Error per unit step 

(EPUS)). The error estimate || ( , ) ||n nE y h  is used for two purposes, error control and step- size selection.  For both cases (EPS &EPUS), 

the step size nh  is chosen at each step such that  

 

|| ( , ) ||n nE y h  ,            (1.6) 

 

where 0 1   . In this case an approximation 1ny    is regarded as acceptable, otherwise the step-size is rejected and re-computed 

with a smaller step-size until the constraint (1.6) becomes true. The standard formula for next step is 
  

 

1

1
|| ( , ) ||

q

n n

n n

h h
E y h




 
  
 

,           (1.7) 

 

where q  is the largest integer such that || ( , ) || ( )q

n n nE y h O h . 

 
So, min( , ) 1q p q    .The constant safety factor (0,1)   is included to avoid rejecting too many steps. 

 

2. PHASE SPACE ERROR CONTROLS  

Higham et al. [4] proposed the Phase Space (PS) error control given by  

1 1

1
( ( ) ( ))

2
n n n n ny y h f y f y     

1

1
( ) ( )

2
n n nh f y f y    ,       (2.1) 

 
where (0,1)   is a constant. 

The new error control, the Phase Space , ( )PS  error control was introduced in [5]. In this error control, the numerical solution 0{ }n ny 



satisfies the error constraint 
 

1 1[(1 ) ( ) ( )]n n n n ny y h f y f y       1|| (1 ) ( ) ( ) ||n n nh f y f y       ,      (2.2) 
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at every step, where (0,1)   is a user defined parameter akin to tolerance, and (0,1]   is also a parameter to be chosen. This is a 

generalization of the PS error control introduced in [4], which is corresponded to (2.2) with
1

2
  . It was seen in [5] that this error control 

automatically controls the step- size relative to the stability limit. 
 

In [6], the behaviour of the forward Euler method under PS  error control (2.2) when applied to the linear system 

 

  0,           0 m

ty Ay y y   ,           (2.3) 

 
with the real m m  matrix A was discussed when the eigenvalues of A are real and negative. When the forward Euler method is applied 

to the above system (2.3), the numerical solution  { }ny  evolves according to  

 
1 ( )n n

ny R h A y  ,             (2.4) 

 

Where ( )nR h A  is the stability polynomial matrix given by 

 

( )n nR h A I h A  .             (2.5) 

 

With (2.4), the PS constraint (2.2) becomes 

 

( ) 1 [(1 ) ( )] n

n n nR h A h A AR h A y       [(1 ) ( )] n

n nh A AR h A y     ,      (2.6) 

for any vector norm ||.||. 
 
Tony Humphries and Vigneswaran [6] established the following theorems and confirmed these by numerical experiments. 
 
Theorem 2.1  

Consider the forward Euler method under PS  error control (2.2) in || . || with 
1








 applied to the system  

1 2, [ , , , ],t my y Diag                    
00, , (0) m

i i y y           (2.7)    

 

with 1 2 1 0,m m         and the initial conditions satisfy 

 
0 0

1(0) [ , ] m

my y y  with 0 0my  .     Then  || || 0ny   as n    with the following: 

 

1.   0n

my   Monotonically as n   ; 

2. If 
(1 )

i m

 
 




  then 0n

iy   and 0
n

i

n

m

y

y
  both monotonically as n  ;   

3. If  (1 ) 2 (1 )
1m i m

   
  

 

  
   

 

, 

then 0n

iy   and     0
n

i

n

m

y

y
  as n  ; 

4. For all remaining components of 
ny  we have    0n

iy     

as  n  with  limsup ;

1

n

i

nn
m

y

y














 

5. Let n  be the angle between 
ny  and[0,0,...0,1] m . Then         

2
3

2 2

1 1
lim inf cos 1 ( 1) ( ).

2

1 ( 1)

1

n
n

m O

m


 











    

 
 
  
   
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These results were extended to arbitrary norms and to non-diagonal linear systems in the following theorem. 
 
Theorem 2.2 

Consider the forward Euler method under PS  Error control (2.2) with sufficiently small  applied to the linear system (2.3) where the 

matrix A is diagonalizable with negative real eigenvalues , 1,2,...,i i m   satisfying 1 2 1 0m m        . Then || || 0ny   as n 

. 
 
The step- size selection strategies used in [4, 5] were not entirely satisfactory. 
 
Tony Humphries and Vigneswaran [6] introduced a new step-size selection strategy based on the step-sizes derived from the standard 

error control and PS error control respectively. It was also shown in [6] that the step-size tends to a constant value when PS  constraint 

applied to the initial value problem (1.1). 
 

Now we focus on the forward Euler method under PS  error control (2.2) when applied to the linear system 

  

  0,           0 m

ty Ay y y C   ,           (2.8) 

 
with m m   matrix A having complex eigenvalues with negative real parts. We confirmed the results in [6] for matrix A having complex 

eigenvalues with negative real parts. The same step-size selection strategy is applied which was introduced in [6]. 
 

3. LINEAR SYSTEMS WITH COMPLEX EIGENVALUES  

In [8], the results obtained for the linear systems with real and negative eigenvalues in [6] were confirmed by numerical experiments for 
the linear systems whose eigenvalues are complex with negative real parts. 
 
The following lemma establishes algebraic inequalities which will be essential in the proof of our main result. 
 
Lemma 3.1 
 

Suppose 𝜃 ∈ (0,1], φ ∈ (0,1), 𝑘 > 0 > 𝑅𝑒(𝜆𝑚) and  
 

−
1

𝑅𝑒(𝜆𝑚)
<

𝜃(1+𝜑)

𝜑
,             (3.1) 

  
then 
 

2 22 2 2 2 2(1 2 Re( ) )m m mk k k                   (3.2)    

 
And 
 

𝜑

𝜃(1−𝜑2)|𝜆𝑚|2
[𝜑 + 𝑅𝑒(𝜆𝑚) +√𝑅𝑒(𝜆𝑚)2 + (1 − 𝜑2)𝐼𝑚(𝜆𝑚)2] < 𝑘.        (3.3)                                         

 
Proof: 

  
Let 𝜆𝑚 = 𝛼𝑚 + 𝑖𝛽𝑚.  If 1 + 2𝑘𝜃𝛼𝑚 ≤ 0, then (3.2) holds trivially for any, φ∈ (0,1). Moreover in this case  
 

−
1

𝑅𝑒(𝜆𝑚)
< 2𝜃 <

𝜃(1 + 𝜑)

𝜑
, 

 
so (3.1) holds. Suppose now that    1 + 2𝑘 𝜃 𝛼𝑚 >0. Then       -(1+1 𝑘𝜃𝛼𝑚⁄ ))>1 and hence (3.1) implies that  
 

𝜑 < −
1

1+
1

𝑘 𝜃𝛼𝑚

< 1   and  

𝜑2 <
𝑘2   𝜃2𝛼𝑚

2

1+2𝑘 𝜃 𝛼𝑚+𝑘2   𝜃2𝛼𝑚
2 .             (3.4) 

 
Also, 1 + 2𝑘 𝜃 𝛼𝑚 >0 implies that  
 

(1 + 2𝑘 𝜃 𝑅𝑒(𝜆𝑚) +𝑘2   𝜃2|𝜆𝑚|2)𝛼𝑚
2≤(1 + 2𝑘 𝜃 𝛼𝑚 +      𝑘2   𝜃2𝛼𝑚

2)|𝜆𝑚|2 
 
and combining this with (3.4) implies (3.2). Thus we have established (3.2) in all cases. Now (3.2) implies that  
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 1 < −2𝑘 𝜃 𝛼𝑚 +
𝑘2   (1−𝜑2)𝜃2|𝜆𝑚|2

φ2
,  

and multiplying by (1 − 𝜑2)| 𝜆𝑚| and rearranging,              
 

 

2 2 2 2 2 2 2

2 2 2 4

2

(1 ) 2 (1 ) | |

(1 ) | |
.

m m m m m

m

k

k

       

  



    




          

Taking square roots and rearranging implies (3.3). 
 
Theorem 3.2 

 

Consider the forward Euler method under𝑃𝑆𝜃 error control (2.2) in  || . ||   , where (0,1)    satisfies 

 

1








               (3.5) 

 
applied to the system  
 

 1 2

0, [ , , , 0], ,m

m

ty y Di y y Cag                (3.6) 

                                    

where 𝑅𝑒(𝜆𝑖)< 0 and |𝐼𝑚(𝜆𝑖)| < |𝑅𝑒(𝜆𝑖)| for all 𝑖 = 1,2,… ,𝑚   and the initial condition satisfies 0 0my   . 

 

Let 𝐻𝑖 : 
𝜑

𝜃(1−𝜑2)|𝜆𝑖|
2
[𝜑 + 𝑅𝑒(𝜆𝑖) +√(𝑅𝑒(𝜆𝑖))

2 + (1 − 𝜑2)(𝐼𝑚(𝜆𝑖))
2 ] 

 
and order the eigenvalues so that 𝐻𝑚  ≥ 𝐻𝑚−1 ≥ …≥𝐻1≥0. Then ||𝑦𝑛||∞   → 0 𝑎𝑠 𝑛 → ∞ with: 
 

1. 0n

my   monotonically as n   ; 

2. If  i m   and  
(1 )

0 Re( ) Re( )i m

 
 




   , then | | 0n

iy  and 0
n

i

n

m

y

y
 both monotonically as n   

3. If 0 >
|𝜆𝑖|

2

2𝑅𝑒(𝜆𝑖)
>

𝜃(1+𝜑)

𝜑
𝑅𝑒(𝜆𝑚) then 0n

iy    and  0
n

i

n

m

y

y
 both monotonically as n  ; 

4. For all remaining components of
ny , we have | | 0n

iy   as .n   

 
Proof:  

 
For the system (3.6) the stability polynomial matrix ( )n nR h A I h A    is a diagonal matrix which is expressed as  

 

1 2( ) [1 ,1 ,...,1 ].n n n n mR h A Diag h h h                (3.7) 

With the  -norm || . || , from (3.7) and (2.6) we have 

 

 

2 2

1 1 1 1 1

2 2

2 2 2 2 2

2 2

(1 )

(1 )

. .

. .

. .

(1 )

n n

n n

n n

n n

n

n n

n m m m n m m

h y h y

h y h y

h

h y h y

    

    



    
 

    
   
    
   
   
   
   
   
      

 . 

 

This implies 2| | | (1 ) || |n n

n i i i i n ih y h y               (3.8) 

 

for at least one {1,2, , }i m   and hence  
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2 2 2 2 2| | |1 |n i i nh h     .           (3.9) 

 

Let i i ii    . Then (3.9) is equivalent to 2 2 2 2 2 2 2( ) [(1 ) ( ) ]n i i i n n ih h h         . Rearranging as a quadratic in nh   we see that 

thi condition holds if and only if. 

 

2 2 2

2 2 2
: (1 ) 0

(1 )( )
n i i i i

i i

h H


   
   

      
  

. 

 

Since at each step n i mh H H   for some {1,2,..., }i m , it follows that 
n mh H  for every step nh   satisfying PS   error constraint (2.2), 

and so (3.9) is satisfied with i m  at every step. 

Note that for the forward Euler method ( )n i n iR h I h   and so  | ( ) | 1n iR h    if and only if 
2 2

2

( )

i

n

i i

h


 
 


  and Re( ( )) 0n iR h     if 

and only if 
1

n

i

h


   . But the assumption | | | |i i   implies that
2 2

21

( )

i

i i i



  
  


, hence if 

1
n

i

h


   then | ( ) | 1n iR h    and 

Re( ( )) 0n iR h   . 

 
Now we establish (1)-(4) 

1. The inequality (3.5) implies that 
(1 )

1
 




 , thus we can apply Lemma (3.1) with 

1

m

k


  and (3.3) implies that 

 
2 2

21 m
n m

m m m

h H


  
    


for all 0n  and the result follows. 

2. Applying Lemma (3.1) with 
1

i

k


   we conclude that 
1

n m
i

h H


   for all 0n  , and it follows that 0n
iy  monotonically  as 

n  . To show that 0
n

i

n
m

y

y
  , consider 

2
(1 )

.
2

i
i m

i

  
 

 


   

This implies 

 

2

2 2 2 2

2(1 )m m i i

m m i i

    

   


            (3.10) 

Since 
(1 )

1
 




  and 

2

2

2
1m

m




 . 

Thus  
 

   2 2 2
.m i i i i m                    (3.11) 

 
Now there are two cases to consider.      
 

(a).  If 
2 2

i m   then (3.11) implies  

 

  22 2

2 2
.

m i i
n

ii m

h
  

 

 
 


 

 
 

This implies  
 

 2 2

2
.

m i
n

i m

h
 

 





 

That is,      2 2
2 .m i n i mh       
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This implies, 

   2 222 n m i n i mh h      . 

 
By rearranging the components and adding 1 on both sides, we get  
 

2 22 21 2 1 2n i n i n m n mh h h h        . 

 
Thus 
 
|𝑅(ℎ𝑛𝜆𝑖)|

2 = (1 + ℎ𝑛𝛼𝑖)
2 + ℎ𝑛

2𝛽𝑖
2 < (1 + ℎ𝑛𝛼𝑚)2 + ℎ𝑛

2𝛽𝑚
2 = |𝑅(ℎ𝑛𝜆𝑚)|2 

 

(b). If 
2 2

i m  then (3.10) implies 

2 2 2

m i i

m i m

  

  
  .   This implies m i  . 

 
Thus 
  
|𝑅(ℎ𝑛𝜆𝑖)|

2 = 1 + 2ℎ𝑛𝛼𝑖 + ℎ𝑛
2|𝜆𝑖|

2 < 1 + 1 + 2ℎ𝑛𝛼𝑚 + ℎ𝑛
2|𝜆𝑚|2 = |𝑅(ℎ𝑛𝜆𝑚)|2. 

 

In both cases 0
n

i

n
m

y

y
  and hence the result follows. 

3. Applying Lemma (3.1) with
2

2

| |

i

i

k



   , we conclude that 

2

2

| |

i

n m

i

h H



    for all 0n   and it follows that | | 0n

iy    

monotonically as n  . The proof of   

 

0
n

i

n
m

y

y
 as n  is the same as in part (2). 

4. For all remaining components, 
2| |(1 )

0 Re( ) Re( )
2Re( )

i

m i

i

 
 

 


   .  

If the thi  index of the constraint (3.8) fails, then 
i n jH h H  .  By the Lemma (3.1) with  m j    and   

1

i

k


  , 

we obtain  
2 2

2 j

i n j

j j

H h H


 
   


.  

For all remaining components, | | 0n

iy   as  n  as in the proof of part (2).  

 
Remark: These results are extended to arbitrary norms and to non-diagonal linear system in the following theorem. 
 
Theorem (3.3) 

 

Consider the system (3.6) where Re( ) 0i   and there exists C ≥1 such that |Im (𝞴i)|2 ≤C |Re (𝞴i)|2 for all i=1,2,…,m and the initial 

conditions satisfies 
0 0.my  under the numerical approximation by the forward Euler method with PS  

 

Error control (2.2) in ||.||∞ where 𝜑𝜖(0,1) satisfies    
 

𝜑 <
2𝜃

1+𝐶−2𝜃
,             (3.12)  

      

Let 2 2 2

22
: Re( ) Re( ) (1 ) Im( )

(1 )
i i i i

i

H


    
  

    
  

  and order the eigenvalues so that  1 1 0.m mH H H     

 

Then 0ny

 as n  with: 
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1.  0n

my   monotonically as n   ; 

2. If  i m   and  
(1 )

0 Re( ) Re( )i m

 
 




   , then | | 0n

iy  and 0
n

i

n

m

y

y
 both monotonically as n   

3. If 0 >
|𝜆𝑖|

2

2𝑅𝑒(𝜆𝑖)
>

𝜃(1+𝜑)

𝜑
𝑅𝑒(𝜆𝑚) then 0n

iy    and  0
n

i

n

m

y

y
 both monotonically as n  ; 

4. For all remaining components of
ny , we have | | 0n

iy   as .n   

 
Proof: 
 

Follow the theorem (3.3) to establish that ℎ𝑛 ≤ 𝐻𝑚 for every step ℎ𝑛 satisfying PS  error constraint already defined. Now establish (1). 

 
1. Equation (3.12) implies that  

𝛽𝑚
2 ≤ 𝐶𝛼𝑚

2 < ⌊
2𝜃(1 + 𝜑)

𝜑
− 1⌋𝛼𝑚

2 , 

Hence  
 

|𝜆𝑚|2

2𝛼𝑚
2 <

𝜃(1 + 𝜑)

𝜑
 

 

Thus we can apply the lemma (3.1) with 𝑘 =
2𝛼𝑚

|𝜆𝑚|2
 to deduce that ℎ𝑛 ≤ 𝐻𝑚 < −

2𝛼𝑚

|𝜆𝑚|2
 which implies that |𝑅(ℎ𝑛, 𝜆𝑚)| < 1 for all 𝑛 ≥ 0, and 

the result follows. 
  
2. Equation (3.12) implies that  

 

𝛽𝑖
2 ≤ 𝐶𝛼𝑖

2 < ⌊
2𝜃(1 + 𝜑)

𝜑
− 1⌋𝛼𝑖

2 , 

 
Hence  
 

|𝜆𝑖|
2

2𝛼𝑖
2 <

𝜃(1 + 𝜑)

𝜑
 

 

Thus we can apply the lemma (3.1) with 𝑘 =
2𝛼𝑖

|𝜆𝑖|
2
 to deduce that ℎ𝑛 ≤ 𝐻𝑚 < −

2𝛼𝑖

|𝜆𝑖|
2
 which implies that |𝑅(ℎ𝑛, 𝜆𝑖)| < 1 for all 𝑛 ≥ 0, and the 

result | | 0n

iy  and the proof of  0
n

i

n

m

y

y
 is the same as in the part (2) of the theorem (3.2). 

3. It is similar to the proof of the above part (2). 

4. For all remaining components of 𝑦𝑛, if the 𝑖𝑡ℎ condition of (3.9) fails then 𝑗𝑡ℎ component of right hand side as follows 𝐻𝑖 < ℎ𝑛 ≤ 𝐻𝑗 , 

That is  
 

𝛽𝑗
2 ≤ 𝐶𝛼𝑗

2 < ⌊
2𝜃(1 + 𝜑)

𝜑
− 1⌋𝛼𝑗

2 , 

⟹
|𝜆𝑗|

2

2𝛼𝑗
2 <

𝜃(1 + 𝜑)

𝜑
 

  

Hence the result follows as the above part(1). 
 
Remark: These results are extended to arbitrary norms and to non-diagonal linear system in the theorem. 
 
Theorem (3.4) 
 

Consider the forward Euler method under PS  error control is defined  with sufficiently small   applied to the linear system 

 

, ty Ay  

 

where the matrix A is diagonalizable with complex eigenvalues ,i 1,2, ,i m  satisfying Re( ) 0i   and Im( ) Re( )i i   for all 

1,2, ,i m  and the initial condition satisfies 
0 0.my   
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Let  
 

2 2 2

22
: Re( ) Re( ) (1 ) Im( )

(1 )
i i i i

i

H


    
  

    
  

  and order the eigenvalues so that  1 1 0.m mH H H    Then 0ny

   

as n  . 

 
 Proof: 

 

Since the matrix A is diagonalizable, there exists a non-singular matrix P such that 𝑃−1𝐴𝑃 = 𝐷 a diagonal matrix whose diagonal entries 

are 𝜆1, 𝜆2, … 𝜆𝑚. then the stability polynomial matrix 𝑅(ℎ𝑛, 𝐴) = 𝐼 + ℎ𝑛𝐴 satisfies 
 

𝑃−1𝑅(ℎ𝑛, 𝐴)𝑃 = 𝐷𝑖𝑎𝑔[1 + ℎ𝑛𝜆1, 1 + ℎ𝑛𝜆2, … ,1 + ℎ𝑛𝜆𝑚] = 𝑅̅(ℎ𝑛𝐷)(𝑆𝑎𝑦)       (3.13) 
 

With ||𝑅(ℎ𝑛𝐴) − 𝐼 − ℎ𝑛[(1 − 𝜃)𝐴 + 𝜃𝐴𝑅(ℎ𝑛𝐴)]𝑦𝑛|| ≤ 𝜑ℎ𝑛||[(1 − 𝜃)𝐴 + 𝜃𝐴𝑅(ℎ𝑛𝐴)]𝑦𝑛|| 
 
Becomes 
 

||𝑃{𝑅̅(ℎ𝑛𝐷) − 𝐼 − ℎ𝑛[(1 − 𝜃)𝐷 + 𝜃𝐷𝑅̅(ℎ𝑛𝐷)]}𝑧𝑛|| ≤ 𝜑ℎ𝑛||{𝑃[(1 − 𝜃)𝐷 + 𝜃𝐷𝑅̅(ℎ𝑛𝐷)]}𝑧𝑛||,     (3.14) 
 

Where 𝑧𝑛 = 𝑃−1𝑦𝑛. Now we define new norm ‖. ‖𝑃by  

  
‖𝑥‖𝑃 = ‖𝑥𝑃‖,            ∀𝑥 ∈ ℝ𝑚           (3.15) 
 
With this norm, the constraint (3.14) becomes 
 

||{𝑅̅(ℎ𝑛𝐷) − 𝐼 − ℎ𝑛[(1 − 𝜃)𝐷 + 𝜃𝐷𝑅̅(ℎ𝑛𝐷)]}𝑧𝑛||𝑃 ≤ 𝜑ℎ𝑛||{[(1 − 𝜃)𝐷 + 𝜃𝐷𝑅̅(ℎ𝑛𝐷)]}𝑧𝑛||𝑃     (3.16) 
 
Since the norms are equivalent on finite dimensional linear space, ∃𝑐1, 𝑐2 > 0 such that  
 

𝑐1‖𝑥‖∞ ≤ ‖𝑥‖𝑃 ≤ 𝑐2‖𝑥‖∞,    ∀𝑥 ∈ ℝ𝑚           (3.17)  
 
By combining (3.16) and (3.17), we obtain  
 

||{𝑅̅(ℎ𝑛𝐷) − 𝐼 − ℎ𝑛[(1 − 𝜃)𝐷 + 𝜃𝐷𝑅̅(ℎ𝑛𝐷)]}𝑧𝑛||∞ ≤ 𝜑ℎ𝑛||{[(1 − 𝜃)𝐷 + 𝜃𝐷𝑅̅(ℎ𝑛𝐷)]}𝑧𝑛||∞     (3.18) 
 

‖

‖

[
 
 
 
 
 
−𝜃ℎ𝑛

2𝜆1
2𝑧1

𝑛

−𝜃ℎ𝑛
2𝜆2

2𝑧2
𝑛

.

.

.
−𝜃ℎ𝑛

2𝜆𝑚
2 𝑧𝑚

𝑛 ]
 
 
 
 
 

‖

‖

∞

≤ 𝜑1ℎ𝑛
‖

‖

[
 
 
 
 
 

𝜆1(1 + 𝜃𝜆1ℎ𝑛)𝑧1
𝑛

𝜆2(1 + 𝜃𝜆2ℎ𝑛)𝑧2
𝑛

.

.

.
𝜆𝑚(1 + 𝜃𝜆𝑚ℎ𝑛)𝑧𝑚

𝑛 ]
 
 
 
 
 

‖

‖

∞

 

 
 

Where 𝜑1 = 𝜑 (
𝑐2

𝑐1
) (< 1 for sufficiently small𝜑). This implies that at least one of the following  

 

ℎ𝑛𝜃𝜆𝑖
2|𝑧𝑖

𝑛| ≤ −𝜑1𝜆𝑖|1 + 𝜃𝜆𝑖ℎ𝑛||𝑧𝑖|
𝑛,    𝑖 = 1,2,… ,𝑚         (3.19) 

 

Must hold. Since 𝜑 is sufficiently small, we can choose 𝜑 so that 𝜑 <
𝑐1

𝑐2

𝜃

(1−𝜃)
. Hence by theorem (3.2), we obtain that ‖𝑧𝑛‖ ⟶ 0 as 𝑛 ⟶

∞. This implies that ‖𝑦𝑛‖ ⟶ 0 as 𝑛 ⟶ ∞ for any norm ‖. ‖ since 𝑦𝑛 = 𝑃𝑧𝑛 and P is non-singular. 

 

4. NUMERICAL RESULTS  

We consider the forward Euler (RK1(2))method applied to the system 
 

1

2

3 1

1 3
t

y
y

y

    
   

  
.

1 2[ , ]Ty y y  and  

 
4(0) [0.9 10 ]Ty  . The above matrix has eigenvalues 3 i  . A typical standard algorithm as defined in introductory section with 

210   produces the dynamics is in Figure 1.  
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Figure 1. Numerical solutions of standard algorithm near stable fixed point for RK1(2) having complex eigenvalues. 

 
In Figure 1 numerical solution is little deviated from the fixed point. It is not possible to converge the solution towards the fixed point. If 

we apply the RK1(2) method with combined PS  error control and standard error control and   = 0.1, we obtain numerical solution in 

Figure 2, where we can see how numerical solution converges to fixed point. 
 

 
Figure 2. Numerical solution using RK1(2) combining with PS

 augmented algorithm near a stable fixed point 

 

Figure 3 shows the step-size sequences used by two algorithms.  Some step-sizes rejected in standard algorithm whilst the PS  algorithm 

has no rejections and quickly converges to a constant value. 
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Figure 3. Step-sizes used by the standard and PS

  augmented algorithms 

 

5. CONCLUSION 

In this research we analysed Phase space error control for forward Euler method applied to the linear systems whose coefficient matrix 
has complex eigenvalues with negative real parts and it is shown numerical solution forced to converge to the fixed point. 

We will analyse the Phase space error control for s-stage general explicit Runge-Kutta methods applied to the linear systems whose 
coefficient matrix has real and negative eigenvalues in the forthcoming paper 
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